O
<
Z
a'd
<
L]
—
T
—
T
7

CACHES

IRFAN AHMAD
CACHEPHYSICS



Irfan Ahmad
CachePhysics Cofounder
CloudPhysics Cofounder
VMware (Kernel, Resource Management),
Transmeta, 30+ Patents
Pink Tie from University of Waterloo
@virtualirfan

In-Memory
ID Computmg 2017

CachePhysics

Data Path Monitoring and Modeling Software
Real-time Predictive Modeling of Data Access Patterns
Increasing Performance & Cost Efficiency of Existing Caches
Powering Next-Generation Self-Learning Caches



TYPICAL AUTOMATION JOURNEY

Automation: DONE
Knobs and Levers: LOTS

In-Memory Photo credit: Opservices.com
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POST-AUTOMATION WORLD CHALLENGES

-—Knobs. Turn...
How Much

D In-Memory
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POST-AUTOMATION WORLD CH
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.Data..

changing.. ...
QoS ....hard
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.problems..
getting...
WOF'SE .. v

complexity
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What'’s the Path
Forward?



How about a Self-Learning Data
Infrastructure!?
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STATIC DATA INFRASTRUCTURE

Each point represents
optimal settings
for a single application

P ter 2 icati ' i
el Applications have dramatically different

ISR EUEIGERS Enestn 228 optimal size and parameter settings.

on benchmarking.
One size does not fit all.

Parameter 3

Parameter |

Static Data Infrastructure Vulnerable to:

e Thrashing, Scan pollution => Overprovisioning
* Gross unfairness, Interference — Lack of Control
* Unpredictability
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CACHES ARE CRITICAL TO EVERY APPLICATION

DBs

KV Stores |nte||igent Cache
Ry b ? | ? ? ? §| ? fet.. Management is Non-Existent
Servers * Is this performance good!?

CPUs * Can performance be improved?
L”LS:‘LP%:;‘ W W * How much Cache for AppA vs Bvs ...7
3D Xpoint TN TY PO » What happens if | add / remove DRAM?

Flash * How much DRAM versus Flash?

I * How to achieve 99%ile latency of X ps?
* What if | add / remove workloads?
- — Cache Performance , _
Network ;‘-J-:'-:l:i»:‘-:';'-:‘i'-ﬂi:'ﬂjll--l ‘. Hit Ratio 65% * Is there cache thrashing / pollution?
Storage S @ @ Cache Size 128GB *  What if | change cache parameters?
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MODELING PERFORMANCE IN REAL=TIME

Lower is better

A

Cache Performance

Hit Ratio 65%
Cache Size 128GB

Latency (ms)

= Learn performance model of applications

and cache
= Predict the performance of workload as S
f(cache size, params) Cache Size (GB)
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UNDERSTANDING CACHE MODELS

Lower is better

Models help decide useful
increments of change.

In this example, no benefit
despite an 8x increase in
budget.

Latency (ms)
2

0 42 84 128 170
[D ga%%rnﬁ:\gﬁ}%”" Cache Size (GB)



UNDERSTANDING CACHE MODELS~

Lower is better

Ny Often, most operating points
are highly inefficient.

This cache is operating at the

Latency (ms)

=9 lowest ROI point; equivalent
performance to |/8 the
budget.
— ] Arrows represent the
efficient operating points.
0 42 84 128 170
[ﬂ Igg\r"!‘eprnﬁ:‘g | summiT Cache Size (GB)



UNDERSTANDING MODEL-BASED ADAPTATION

N
o751 Single Workload.
L~\ Prediction of
\ performance under

different policies.

Miss Ratio
o
3
1

¥

An self-learning data

0.25 - infrastructure would
always pick the
optimal.

0.00 - =

| | | | | |
0 5 10 15 20 25
Cache Size(GB)
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SAMPLE MODELS FROM PRODUCTION WORKLOADS

— ARC — LIRS — OPT -- Sampled (R =0. 001) — Exact ( unsampled

msr_proj msr_srct msr_web

Miss Ratio

0 300 600 0 100200300 0O 100 200 0O 200 400 O 5 10 300 600
Cache Size (GB)
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ACHIEVING LATENCY TARGETS

20
Latency
] Target (7 ms)
o A5 4
(%]
3 /
>
(O
C -
% 10 Cache
s i Allocation
3 Client target 95 %ile latency is 7 ms : (>16 GB)
e e e e e e e e e e e S
o 5 - E /
Autoset cache partitions size to 16GB to !
] guarantee avg latency SLOs E *Throughput targets
0 /RN S S U IS I U U I U S WO U ' can be implemented
0 5 10 15 1 20 similarly
I'D Igal\r/‘!‘eprnﬁ:‘ glgk'%M'T Cache Size (GB) :



ACHIEVEING MULTI-TIER SIZING

{ Tier 0 (DRAM) allocation Network
:/ Tier | (3D Xpoint) Misses
_ Tier 2 (Local Flash) E
/ -Tler 3 (Remote
Flash) v * Can model

network bandwidth
as a function of
cache misses from
each tier

/

[}
[}
[}
[}
[}
[}
[}
[
(nl

Y.
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ACHIEVING NEW LEVELS PERFORMAN

— Original - - - Convex Hull

LRU - msr_web
08- _
0.6- Ay
= “ Thrash remediation
) .
oc
04 algorithm
= = Optimal curve bending
8 cache-unfriendly workloads
0.0-
0 30 60
Cache Size (GB)
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Client target |O latency is: 7 ms i

cache partition to 16GB

25
v

TOWARDS A SELF-OPTIMIZING DATA PATH

Monitoring
0.8
Lower is better
0.6
.0
)5
o 0.4
0
o
>
0.2
0.0 : : T
0 42 84 128 170

Cache Size (GB)

Latency Guarantees

Latency

Cache

Yo (>16 GB)

Guarantee avg latency: autoset i
!

Computing|2oi7""

In In-Memory

Target (7 ms)

Allocation

Auto-Select Policies
(dynamic parameters)

Accurate Tiering

Tier 0 allocation for this client
¢ Tier | allocation for this client

Remote
Tier

Latency Reduction
(Thrashing Remediation)

Multi-Tenant Isolation

Part.0 Part. |
. T~
k Vs \.
Client O Client |

Results:

Safely quantify
impact of changes

Often 50-150%

cache efficiency
improvements ($$)

Latency SLAs met

Fewer production
fire fights

Higher
consolidation ratios

Accurate Capacity
Planning



CachePhysics

irfan@cachephysics.com  650-417-8559 @virtualirfan
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