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BIG DATA INTO FAST DATA
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~ WHO IS NEEVE RESEARCH?

= Headquartered in Silicon Valley

= Creators of the X Platform ™- Memory Oriented
Application Platform

= Passionate about high performance computing

= Running in production at Fortune 100-300
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OUR GROWING NEED FOR DATA

Data Generated and Stored Annually (Zettabytes) *

By 2025 We Will
Generate 160ZB
Annually

25% Of All Data Will Be
Generated and Need

v Processing In Real-Time
80 Only A Small
60 Percentage Of This

Data Can Be Stored

2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023

®mQOtherData ®Realtime Data Available Storage

* Data Age 2025: The Evolution of Data to Life-Critical. An IDC White Paper, Sponsored by Seagate



OUR GROWING NEED FOR DATA

As of 2011, the global size of
data in healthcare was

By 2014, it's anticipated
there will be

420 MILLION
WEARABLE, WIRELESS
HEALTH MONITORS

It’s estimated that

2.5 QUINTILLION BYTES e ool
3 TRILLION G648 T e 150 EXABYTES
of data are created each day 1 BILLION GIGABYTE
FOURV’s
f L3
6 BILLION B
D PEOPLE B o lg
have cell
S Data

Most companies in the
U.S. have at least

100 TERABYTES
of datastored ‘ B i
Volume,

40 ZETTABYTES

oK GIGABYTE

of data will be created by
2020, an increase of 300
times from 2005

4 BILLION+
HOURS OF VIDED
are watched on
YouTube each month

400 MILLION TWEETS

are sent per day by about 200
million monthly active users

30 BILLION
PIECES OF CONTENT
are shared on Facebook
every month

WORLD POPULATION: 7 BILLION

The New York Stock Exchange . e Modern cars have ciose to
i g w100 SENSORS

118 OF TRADE ) 1 o e wn
INFORMATION ( A = fuel level and tire pressure

during each trading session

Poor data quality costs the US
economy around

don't trust the information
they use to make decisions 0

Velocity

ANALYSIS OF
STREAMING DATA

Veracity

UNCERTAINTY
OF DATA

By 2016, it is projected in one survey were unsure of

there will be how much of their data was
18.9 BILLION inaccurate
NETWORK

connecTions YYYYYYYYYYY
e QAR AR RRARAE

In-Memory
In compuﬁng Sources: McKinsey Globad Institute, Twitter, Cisco, Gartnr, EMC, SAS. 18M, MEPTEC, GAS
E



SPOTIFY: OUR GROWING NEED FOR DATA AND SPEED

High-level Personalization Pipeline Flow

Historic
Behavioral
User
Attributes

Apache

Storm —
Contextual User Attributes

Apache
Cassandra

In-Memory
In|Somptiing
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WHAT’S THE PROBLEM?

Data Sources
Size =
Data — Booking Window * Rooms * Offers * Customers

£ 78 s

Function {- - -
$1 &3

B2B/B2C

~\
.o
.o
~

Does not scale

Data not arranged by function

Does not perform

Too much data to fetch per function

Complex to author

Daz‘g is not structured by function
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~ WHAT’S THE GOAL? REAL-TIME INTELLIGENCE

Complex business functions that operate on
disparate and large volumes of data in real-time to
produce zntelligent, customer focused results



WHERE WE ARE PROGRESSING, AND STUMBLING

Y/ y

, We are already moving into the paradigm
of cooking in flow & keeping data in
motion.

Cook in flight (capture and aggregate)
# = Then route (Push not Pull with messaging)
¥ = Then compute
¥ = Then store (Transform and Store)




HOW TO REALLY CLOSE THE GAP?

“ Four things are necessary:

\\

= Simplicity for business agility

“ In-memory for performance

= Micro-Services for scalability, agility and
reliability

= Compute for performance and reliability
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GET THIS RIGHT, #1

“ You have to have both agility and speed since you are working with
intelligent systems that involve big data.

/ (App Shard1 ) (AppShardZ ) (AppShardN 7

) &

Intelligent
Routing
(Messaging)

[ Client ]




GET THIS RIGHT, #2

“ In-memory brings you speed!

MEMORY ORIENTED COMPUTING!

Memory

\\
|

Ll Cache

L2 Cache

L3 Cache

Remote NUMA Node
Main Memory
Random SSD Read 4K
Data Center Read

Mechanical Disk Seek

~Ins
~3ns
~12ns
~40ns
~100ns
I 50ps
500ps*

10ms

[ We're Talking About!

A

All State in Memory All The Time!

A

Non Starters For Performance



GET THIS RIGHT, #3

= Microservices bring you scale, agility and resilience

/ business logic

In message

honglers
Eventing

Request-Reply

Consumer Consumer

N

Microservice

]

Eventing
Request-Reply

Microservice

Consumer

Request-Reply
Synchronous/Asynchronous



GET THIS RIGHT, #4

A

= Live access & storage

e Private State in Java collections
* Stateful scaling by entity types « Asynchronous
* Local Data Access

* Distributed

* Concurrent

* Easy Scaling

* Small Footprint
— ¢ Totally Agile

\

* Processing Pipelines

* Processing-Data Affinities
* Data, Function and Messaging Aware
_ * Transactional Consistency
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WHAT’S THE PROBLEM?

Data Sources
Size =
Data — Booking Window * Rooms * Offers * Customers

£ 78 s

Function {- - -
$1 &3

B2B/B2C

~\
.o
.o
~

Does not scale

Data not arranged by function

Does not perform

Too much data to fetch per function

Complex to author

Daz‘g is not structured by function




PROBLEM SOLVED: VALUE BASED PRICING TODAY

B

/’s MGM RESORTS

i NTERNATI L
Capture

- Soe Capture Data from Source
o S Spend
RMS Dffers )
Events
‘ ‘ . Aggregate, Route, Transform

Aggregate, Route and Transform data to

_ - meaningful psy

Store

Store offers, rates and aggregated spend
co-located with service

Value Based Pricing Service Process

Compute prices on demand using rates, offers
and aggregated customer spend
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THE X PLATFORM

A platform that enables intelligent transactional systems to be easily built,

managed and extended without compromise on the extreme performance,

reliability scalability and agility needs of the modern enterprise

Data Capture Data Routing
Data Visualization Intelligent TP
In-Memory Multi-Agency (Microservices)
v" Speed v" Reduced Time to Market
v" Simplicity v" Higher System Resilience
v" Highly Scalable
v" Continuous Business Adaptability
v High Enterprise Intelligence
v" Fosters Innovation



IT IS ALL JUST FAST DATA NOW



