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NEC, HPC, Big Data Analytics

NEC is an HPC systems provider with a new line of HPC processors and servers

Recent trends in Big Data Analytics require heavier CPU loads.

However, the fit may require S/W development

NEC Labs investigated potential use cases and loads

Conclusion: strong potential in Cyber, Privacy, Fraud

© NEC Corporation 2018
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Functionality Heavy physical numerical Heavy database operations -
simulations — weather etc. ingest, unions etc.

Customers Governments/Universities Enterprises

Performance Metrics FLOPS Transactions per second

Traditional H/W Vector Processors Mainframes

Current H/W CPU+GPU arrays CPU arrays

Software used Proprietary/custom OSS - Hadoop, Spark

CIA Not a major factor Critical factor

Bottlenecks CPU, now storage too Storage, network, DB,

Implementation layer
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SX-Aurora TSUBASA
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Vector Processor on The Card SX-Aurora TSUBASA
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BNew Developed Vector Processor

BPCIe Card Implementation, but not an accelerator
B8 cores / processor

W2.45TF performance

m1.2TB/s memory bandwidth

BNormal programing with Fortran/C/C++
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SX-Aurora TSUBASA

Characteristics

Usability x High Memory Bandwidth

Position Memory bandwidth /
processor
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language Engine
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SX-Aurora TSUBASA

GPGPU vs CPU/Vector Processor

Multi Layer FC layers 3D Convolutions 64X64X64=256Kbyte
for speech recognition 3D CNN and
Nodule detection Nodule classification a n

_______ g [ e s e :
' - 3D Faster E.n C 50 Dasl (;B:\i\_w mUItllayer FC =>
= N CPU/Vector

— Bl g 585 FH
ot ¥

output

’.
ko)
. i
input
: i PEE @
& ki = . Nodules AR gmantve.
o te || _ . Detected Nodules | U0 Beim
O 2 DPN 2 DPN 2 DPN Z DPN
o) 243*3%3 blocks blocks blocks blocks
i\ conv _ = = =
® 9696 96*06* 978 . agragr T°. 2a%2a% 972 12012+ 978, geeve
: *gg*] 96+%24 48*48 2472 12+%96 *120

Lt A\
o o
’ ] k Concat. ‘Cancat.
‘e 24*24% 24*24* 24%24*% 24%24*% 12%12*
‘\: 24*%15 24%64 24%248 24%224 12*216

Deconv.
15 1%1*%1 64 1%1%1 2DPN 2DPN
Conv. Conv. blocks d=8 blocks d=8
dropout Deconv.

2D Convolutions 3X3X256=2K byte

| 50-layer | 101-layer ‘ 152-layer
77, 64, stride 2
3x3 max pool, stride 2
3%x3,64 |x3 3x3,64 | x3 3x3,64 |[x3

s 2D CNN => GPU

— TRUCK
— VAN

[ 1x1,64 ] [ 1x1,64 ] 1x1, 64

| 1x1,256 | | 1x1,256 | | 1x1,256 |
[ 1x1,128 ] [ 1x1,128 ] [ 1x1,128 ]
3x3,128 | x4 3x3,128 | x4 3x3,128 | x8

| 1x1,512 | | 1x1,512 | | 1x1,512 |
[ 1x1,256 ] [ 1x1,256 ] [ 1x1,256 ]

=l [] — eicYcLe

w

3x3,256 |x36
1x1,1024 |

3x3,256 |x6 3x3,256 |x2
1x1, 1024 J 1x1, 1024

FULLY SOFTMAX

[ 1x1,512 ] [ 1x1,512 1x1,512
3x3,512 | x3 3x3,512 | x3 3x3,512 | x3 INPUT CONVOLUTION + RELU POOLING CONVOLUTION + RELU  POOLING FLATTEN N NEeTED
1x1.2048 1x1,2048 1x1,2048

e

rerage pool, 1000-d fc, softmax
FEATURE LEARNING CLASSIFICATION
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Recommendation and Next Best Offer
Application: Recommendation Engines/Collaborative Filtering

Characteristics: Many user features with many options to choose from
Algorithms: Matrix factorization/ALS

Data: Requires a lot of training samples.

Fintech relevance: fraud detection, user profiling, HFT
Repetition: Probably weekly or slower

HPC load: - <10% of the ingestion/preparation time per cycle.
Result: Potential match in fast changing environments

X & ltem
" nnnn

‘ Item -
: . A - | :{clo
3 2 K 14 13 9 12
5 2 8 11 2 8

1 14 X 8

k L
Figure 3-1. Matrix factorization USG [ Ite m
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Cyber and Fraud Detection

Application: Anomaly Detection - large event sets of ‘normal’
behavior and seeking the odd events —e.g. Cyber, Fraud.

Characteristics: Large stream of events

Algorithms: Clustering and DL (Auto-Encoders) .
Fintech relevance: fraud detection, SIEM monitoring
Repetition: Requires frequent re-training (daily)

HPC load: >50% of the ingestion/preparation time
Result: Strong match for cyber, fraud detection.

Bottleneck

Input Hidden Output
Layer Layer Layer

© NEC Corporation 2018
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Document classification/trend tracking

Application: Semantic Analysis— matching documents to topics and classifying
documents.

Characteristics: Large sets of documents, slowly changing
Algorithms: Singular Value Decomposition

Fintech relevance: Forums/Social/News trends

Repetition: May require frequent re-training (daily)

HPC load: >50% of the ingestion/preparation time per cycle.
Result: Strong match for trend and sentiment analysis

LSA

Nothing more than a singular value decomposition (SVD) of document-term matrix:
Find three matrices U, Z and V so that: X = UzV*

&4 | DOCUMENTS &4 | TOPICS
44 | DOCUMENTS
T T TOoP | 0 0 0
- E .c . T
=R o}
M M X o |mro| o X p
S
S |
RTAN
CE Cc
S

For example with 5 topics, 1000 documents and 1000 word vocabulary:
Original matrix: 1000 x 1000 = 108

LSA representation: 5x1000 + 5 + 5x1000 ~ 10*

-> 100 times less space!
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Stress tests/simulations

Application: Monte Carlo simulations for variance estimation of
complex variables

Characteristics: Small data set but many scenarios

Algorithm: Linear & Logistic Regression, shallow Neural Networks

Fintech relevance: VaR, xVA simulations

Repetition: May require frequent re-training (daily)

HPC load: >80% of the ingestion/preparation time per cycle.

COnC!US.iQn:-gOQg‘/_ﬂjEItC %F?f@ﬁiatory compliance. Simulated paths of the value of an asset using Monte Carlo
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Logistic Regression

| Evaluation setup 33./M
. . - N
® Data: provided by Criteo (Web ad. opt.) -
® Used “Gradient Descent” algorithm
* Number of iteration = 100 45.8M < 1787M items
. (27GB)
Perf. improved SX-ACE is faster
by hybrid SpMV format than Xeon ~
\
25 \ ’ SX-ACE 64 cores
Scalability improved G 30 Comm. tim
20 by comm. reduction & 30 SpMV omm. Hme
» : . improved relduce:j
S 15 g2 | "
§ l; 20 y L :'
& 10 9 15 ! /
] 1
2 10 J 4
5 @ 1
>
Ll
|

o
o u»
O

0 8 16 24 32 40 48 56 64 dist. sum bcast other
—— Xeon (CRS) —a&— Xeon (CRs+CRED)  # of cores calc.
SX (JDS) —#—SX (JDS+CRED) *

SX (HYB+CRED) JDS W IDS+CRED HYB+CRED

CRED: comm.' reduction
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Singular Value Decomposition

| Evaluation setup 4
4 )
® Data: English Wikipedia document / . :

- Corresponds to “Latent Semantic Analysis” Wlklpedla
® Utilizes parallel ARPACK with our SpMV 4.8M< | 680M items
® Top 100 singular values/vectors are calculated (10GB)

Perf. improved SX-ACE is faster N\
by hybrid SpMV format  than Xegn
300 . A I SX-ACE 64 cores
Scalability improved * 1 _ 1% oomy
250 - S ¢ O P
by comm. redu.ctlo.n Q 12 |mproved Comm. time
200 \ ~ reduced
o o 10 |
> £ I
T 150 = 8 ,
g | o=
" 100 2 6
50 § !
e a2
o B a—t——p i 0
o 8 16 24 32 40 48 56 64 SpMV  vector arpack other
—— Xeon (CRS) —a—xeon (CRs+crep) ¥ of cores comm.
$X {IDS) —8— SX (JDS+CRED)
$X (HYB+ CRED) JDS ®WIDS+CRED ' HYB+CRED
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K-means

: 4.1M
] Evaluation setup x
4 )
® Data: English Wikipedia document / . :
J P Wikipedia
® Number of clusters: 30
* Number of iteration = 50 4 8M< 680M items
| No speedup by SpMV (10GB)
® Because it is less “power law” SX-ACE is faster 9
than Xeon
- . I
50 Scalability improved ] SX- ACE 64 cores
by comm. reduction J o 50
40 & Q Comm. time
/‘ N — 40 reduced
a 30 \ S~ o - ! '
=] | \ = = 30 /
D \ = , I
8 20 I \ g P Il
W po A = 20 J
10 2 [l
% £ 10 I I
0 LI.|
0 8 16 24 32 40 48 56 64 0 I I
—5— Xeon (CRS) —a—xeon (CRs+crep) # of cores dist.calc. sum  bcast  other
SX {(JDS) —fli— SX (JDS+CRED)
SX (HYB+CRED) JDS m JDS+CRED  HYB+CRED
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GPGPU and VE SX-Aurora TSUBASA

GPGPU Architecture Aurora Architecture

,a~\
> \
AP Fpnctio)n
CUDA == \\ A

xX86 X86
PCle PCle
execC 1 execC 1
Data Transmission , Start Processing
Result Transmission y
Nl - OS sy 1/0.ete
" R Function
exit §° exit §© End Processing
Frequent PCIe transmission Whole AP is executed on VE

m PCle bottleneck m Avoiding PCle bottleneck
GRS B Small memory CCVERICTN W Larger memory
W Programming difficulty W Standard language
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SX-Aurora TSUBASA

GPGPU vs CPU/Vector Processor

Multi Layer FC layers 3D Convolutions 64X64X64=256Kbyte
for speech recognition 3D CNN and
Nodule detection Nodule classification a n

—————— _-,- — — — 0 — — o — 8 m— 0 — 'I !_ | . _
out.put : 3D Faster E.n | | 3D Dual GBM w/ | mUItl |ayel‘ FC =>
{ R-CNN . e Path Net [Tl nodule size, i
: - ] =/ CPU/Vector
- o —) i — |
« PEE |
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° 24%24*% 24*24* 24%24* 24%24* 12*12#
fs) 24*15 24%64 24*248 24%224 12*216
Deconv.
° 151*1%1 641%1%1 2DPN 2DPN
Conv. Conw. blocks d=8 blocks d=8
dropout Deconv.

2D Convolutions 3X3X256=2K byte

| 50-layer 101-layer 152-layer
77, 64, stride 2
3x3 max pool, stride 2
3%x3,64 |x3 3x3,64 | x3 3x3,64 |[x3

s 2D CNN => GPU

— TRUCK
— VAN

[ 1x1,64 ] [ 1x1,64 ] [ 1x1,64

| 1x1,256 | | 1x1,256 | | 1x1,256 |
[ 1x1,128 ] [ 1x1,128 ] [ 1x1,128 ]
3x3,128 | x4 3x3,128 | x4 3x3,128 | x8

| 1x1,512 | | 1x1,512 | | 1x1,512 |
[ 1x1,256 ] [ 1x1,256 ] [ 1x1,256 ]

|j |:| — BICYCLE

w

3x3,256 |x36
1x1,1024 |

3x3,256 |x6 3x3,256 |x2
1x1, 1024 J 1x1, 1024

FULLY SOFTMAX

[ 1x1,512 ] [ 1x1,512 1x1,512
3x3,512 | x3 3x3,512 | x3 3x3,512 | x3 INPUT CONVOLUTION + RELU POOLING CONVOLUTION + RELU  POOLING FLATTEN N NEeTED
1x1.2048 1x1,2048 1x1,2048

e

FEATURE LEARNING CLASSIFICATION
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It was clear even 26 years ago — Sneakers (1992)




How data privacy is affecting business and IT
Data is unlike money - hard to keep track who has it

Cost of data protection >> Cost of storing & processing

Hot Topics - cloud, analytics, profiling. D """" -
P w* » . E ......
Industries - : D g
Fintech, Health, Digital Marketing, Advertising Y | peglt .
~B - =@
KPIs for protected data use - T o PRI
implementation, future protection, validation - ﬂ LT

EXPERIAN’S

2014-2015 DATA BREACH
RESPONSE GUIDE

., EQUIFAX

THE ]P MORGAN CHASE BREACH Here's How to Protect Yourself
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NEC's proposition
We're looking for implementation partners:

secure MultiParty Computation-sMPC

P

ooo
ooo
ooo
|

Enables running algorithms on data we can’t see

Uses one time codes - not encryption

S/W only and open source @

DATA PROVIDER

\Orchestrating a brighter world N ‘
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How can sMPC help Financial Institutions?

Marketing — better profiling of users without invading their privacy
Anti-Fraud - examine more records, inspect remote machines.
Public Cloud & Mobile devices - keep and process data off-premise with proven safety.

Off Premise Marketing Anti Fraud

() ()
\__/ \ /

ALGORITHMS LEARNING
ANALYTICS

e o] 4 )
Q <)
4 )

( ¢
= @ N \ alll

ANALYTICS DASHBOARD
ENGINE

Fingerprint Face Voice Eye

r ~ DATA SOURCES

L\
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NEC Research

| Eonducl’iirg)g?c Suglinssls FI{n Overhllf_SObCountries Established 1899
| Networ obal Research Labs 100K Employees

| ~0.5% of Revenue Allocated to Research: ¥ Billion$

= ; -

North America Y

Y Y Y Japan

Europe, Middel East
and Africa Y

Asia-Pacific

Greater China

NECthe WISE
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NEC research firsts..
| Yann LeCun - face detection using CNN (2003..), NEC Labs Princeton
| Geoff Jiang (ML for Cyber Security) - now VP AI at Ant Financial

| Sumio Iijima - Carbon Nanotubes (1991)
| Furukawa, Chandraker - best of ACM CCS 2016, CVPR 2014

| 4 Consecutive times #1 in NIST Face Recognition

Ryohei Fujimaki

Researcher
Department of Media Analytics,
NEC Laboratories America, Inc.

T E@P\SPida, | A
St 39 LLBfRE A

VL L TwEEN,
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NEC’s Israeli Research Center e @
| 25 H/C in Cyber, Algorithms/DL, Outreach T e @
| 5 PhD, 7 MSc, 3 in Cryptography.

| Privacy Preserving Tech - with MIT, large Financial .......-°

] Collaborations with MIT, BIU, BGU, TAU.
| Cyber defense for Critical Facilities and IT.
| Edge Deep Learning systems (surveillance/analytics)

| Deep Learning Medical Diagnostics: Assuta, Meuhedet.

| Total investment of NEC in Israel ~10M$.
| Involved with 2 Accelerators - DRIVE and Alpha-C

DRIVE D>

FUTURE MOBILITY NOW
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NEC’s Cyber Digital Shadow in Israel
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What does sMPC give you?

Immunity from Encryption breaking — it uses one time pads, not Public Key
Confidentiality — of both data and algorithm
Attestation — you can prove precisely which algorithm was executed and on what data

Traceability - data cannot be accessed without all involved allowing it in real time

g of encryption 23,0
et nt breaklng o ’ OO
M e o ers Move your 622 *fter o 1P cery
: Maj Cat
today s Priygy; eejs( dXed
Secur; - e
couriy Once Thought Safe, WPA Wi-Fi .

Encryption Is Cracked
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Yao’s Garbled Circuits
[A. Yao 1986]

Why only now?

Circuit C —_— Garbled Circuit C

Originally proposed in the 1980’s = p————
Was too slow — requires large compute and very fast networks
Encryption was considered “good enough”

NEC and others worked on protocol acceleration:
Today in a Public Cloud you can run complex AI in ~100 milliseconds on instances.

34for i in range(levell):

35 resultl[i] = sint(0)

36 tmp = sint(0Q)

37 for j in range(num_input):

38 tmp = weightl[i][j]*input[]]
39 resultl[i] = resultl[i] + tmp

40
41 for i in range(levell):
42 resultl[i] = relu(resultl[i]) ACM CCS 2016 best paper award
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How it works

28 © NEC Corporation 2018 \Orchestrating a brighter world N E‘



Credit Risk Prediction

¥ ] MIT Published “MoneyWalks” in 2015

| Predictors for Overspending, Financial Trouble, Late Payments
| Based on data with transactions, locations, personal data.

| Proved location data improves prediction significantly

| NEC implemented using sMPC to enable regulated, legal use

ﬁi T oo Sclence wmucey | TTUSE i Data

A) OV E R s p E N D | N G VS S PAT | A L LOYA LTY C) Predicting 'Late Payment' by Different Models
(=}
a —&— Ages:0-30 —l—Ages:31-50 —&— Ages: >50 i
= o
a 12 "
(-4 c ®
o 08 5
Tz $ 0.6027
=2 0.6 <
2 g 8- —
w 04 14 i
s
O 0.2 o
o
> 0 & ‘
Q < |
5 S Ng D > N o> N A2 N e & ‘
Q" Qo o Q" Q- Q" g Q- B N Baseline Demographic Behavioral
X o’ N 0’ o Q' A o’ o’ : i g . : : , .
o o e o i o e . o e o o o ® o 9 Fig 4. Prediction performance for different financial outcomes using a baseline, demography-based, and behavior-based model. The behavioral
models perform 31%, 49%, and 30% better than the corresponding demography models for predicting “financial trouble", "overspending”, and "late
SPATIAL LOYALTY payment’, respectively.
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Other Applications of sMPC

| PKI/cloud: store private keys split between entities.

| Biometric authentication with Bio Template split.

| Verify user endpoint/partner API machine is valid

| Run analytics on user data with in-built regulation compliance
| Partners can join information for better analytics

] Safe remote monitoring of your API GW/SIEM logs

Using MPC, we accelerate cross-organizational analysis of data

stored in different organizations without disclosing them

Analysis for detecting

Correlation analysis . .
| between medical data and B SemiEs a.nahlss money laundering
i ' between genommic data L., wemass
jTH s healthcare data for 22 and medical data from combined bank
B "preventive medical care” q i data
Government Medical research institute Bank

Result of data analysis

Multi Party Computation (MPC)

Combining organizations’ data while keepmi them private
e sensor CEIIJI'It'EIEtH | <=
enomicdata = EE?CE' a

= althcar Ac
'“é‘*d'ca'reg‘“ds Htn g hesar theet ‘ [e.g. bal ® rc';?sj .....
m amount of ex transfer) catia
Medical research Healthcare Bank Retail shop,
institute Company EC site
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What NEC is offering

We will work'with your IT to implement the solution

Strong cyber and cryptographic team

We do not dictate H/W or Operating system

Fully Support all popular ML/AI frameworks

Our code is open to 3" party inspection/validation

Reference Solutions for Biometrics, joint Analytics, remote attestation.

© NEC Corporation 2018
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