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In 1984 the world was a very different place…
• Ronald Reagan was president

• For only US$3700 (about US$8700 now) you 
could buy an IBM PC with 256KB of RAM and a 
1MB hard drive.

• Multi CPU computers were an exotic rarity.

• There was almost no computer to computer 
connectivity. Computers interacted with 
humans. Slowly.

• 1984 is roughly when the architecture of the 
major RDBMS products was designed. 
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Then we had the era of the “One Big Database”…

• Organizations realized that data was valuable.
• Very bad practice for Use Cases to dictate data structures

• Optimization regarded as a last resort. And a sign of failure.

• The database was a repository of corporate data.
• There was one centrally planned database schema that was ‘correct’. 
• Everyone was supposed to use it. Or else.
• With hindsight it was all a bit ”Soviet”…
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It may have been ”Soviet” but…
• Databases were a new and radical concept that solved a real problem.

• They were inspired by the industrial scale chaos caused by every application ‘owning’ 
its own data

• Some of that chaos has returned

• Regarding data as an asset that is more important than a single Use Case is ‘common 
sense’ now.

• The “One Big Database” was killed by:
• Office politics/organizational complexity
• Operational and design complexity.
• Lack of suitably miraculous products.
• The PC and virtualization.

• We now have gone to the other extreme – microservices and KV stores
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Modern applications are incredibly demanding
Goal: Predict flight delays.

Raw TAF
KJFK 070809Z 0708/0812 36004KT P6SM SCT025 BKN040
FM071400 04009KT P6SM SCT035 BKN050
FM071800 15010G15KT P6SM SCT035 BKN050
FM080100 09009KT P6SM SCT030 BKN100
FM080900 05005KT P6SM SCT020 SCT100

Raw METAR
KJFK 070951Z 35006KT 10SM FEW060 BKN250 13/11 A3000 RMK AO2 SLP159 T01280106
KJFK 070851Z 35005KT 10SM FEW060 BKN250 12/11 A2998 RMK AO2 SLP152 T01220106 53013
KJFK 070751Z 36004KT 10SM FEW055 BKN250 13/11 A2996 RMK AO2 SLP146 T01330106
KJFK 070651Z 36008KT 10SM SCT024 BKN055 14/11 A2996 RMK AO2 SLP144 T01440111

”The Late 
Arrival Of 
The Incoming 
Aircraft”
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The OODA Loop, and why it’s important…

John “Forty Second” Boyd

1. In order to ‘win’ your application's loop needs to run faster than ‘reality’

2. ’Winning’ against a web page means a loop of under 7 seconds. 

3. ‘Winning’ in an IoT context means a loop of around 7 milliseconds.

4. ‘Winning’ now involves complex decision making at millisecond timescales.
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Complexity, Latency and Volumes
Year Internet 

Bandwidth 
(GB)

Required Response Time) Application Complexity

1985 33 2 day batch turnaround Row level locking being invented. 
Transactions of any sort rare.

1995 150,500 2 minute batch Row level locking of 5-10 rows; web servers 
using databases.

2000 75,250,000 8000ms – Web Page Advertising Web advertising: Cookie -> User -> 
Demographic -> Ad

2010 19,974,008,812 100ms - Video Game Analytics / 
Sophisticated web advertising

Decisions need to consider 
dozens/hundreds of elements 

2015-
2018

>42,423,169,029 10ms - IoT / Many Devices Decisions may need to consider thousands 
of elements 
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Between 1984 and 2015 a lot changed... 
Between 1985 and 2005:

• CPU power increased by about 
1100X

• Ram costs reduced  by about 
4500X

Between 1985 and 2017:

• CPU 200K times more powerful

• RAM 1/200,000th the price
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We now face real ‘pain’…
• Timescales (“OODA loop”), volumes and complexity all pose challenges.

• We need to take complex decisions, fast:

• Complex Decisions usually involve many different data sources.
• Key Value solutions imply a large number of network trips…
• …and ACID becomes an issue if your data changes while you are reading it
• Legacy RDBMS implies a lack of scale.
• Decisions involving shared resources usually implies locking or retries
• Many decisions involve aggregate values (”HTAP/Translytics”)
• Many decisions involve telling a third party something

• What we need is the ability to do all of this as the data arrives.
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Intelligent Ingestion

Tranactions

Scale

MillisecondsACID
Transactions

Batch 
Processing/

HDFS
NoSQL

Legacy 
OLTP

1. Complex Decisions

2. Multiple Data Sources

3. ACID

4. Millisecond Timing

5. Massive Scale
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Why use VoltDB for “Intelligent Ingestion”?
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Intelligent Ingestion
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VoltDB is optimized for Scale, ACID and Latency…
VoltDB is optimized to 
solve one class of 
problems better than 
anything else that exists. 

It is not a general purpose 
RDBMS, nor a 
replacement for one.

It’s used to complement 
your existing stack rather 
than replacing it. 

An Ariel Atom. Very good for going round racetracks very quickly in nice weather. Not so good for school 
runs, driving tests, shopping, off road activities, as an ambulance, polar exploration, amphibious assaults, 
carrying cargo…. 
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RDBMS - How We Thought an RDBMS Worked

SELECT * FROM PRODUCTS WHERE ID = 1 FOR UPDATE OF qty;

ID=1, Qty= 200, LastDate= 23 /March/18

UPDATE users SET BAL = 190 WHERE ID =1;

INSERT INTO sales Iuserid, productId, cost) VALUES (42,1,10);

UPDATE products SET qty = 199 WHERE ID = 1;

COMMIT;

SELECT * FROM PRODUCTS WHERE ID = 1 FOR UPDATE OF qty;

ID=1, Qty= 200

UPDATE users SET BAL = 190 WHERE ID =1;

INSERT INTO sales Iuserid, productId, cost) VALUES (43,1,10);

UPDATE products SET qty = 199 WHERE ID = 1;

COMMIT;

Inflight Transactions

WAΙTΙNG

WAΙTΙNG

RAM
DATA

DISK
DATA

CPU
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RDBMS - What Actually Happens – Part 1…

SELECT * FROM PRODUCTS WHERE ID = 1 FOR UPDATE OF qty;

ID=1, Qty= 200, LastDate= 23 /March/18

UPDATE users SET BAL = 190 WHERE ID =1;

INSERT INTO sales Iuserid, productId, cost) VALUES (42,1,10);

UPDATE products SET qty = 199 WHERE ID = 1;

COMMIT;

SELECT * FROM PRODUCTS WHERE ID = 1 FOR UPDATE OF qty;

ID=1, Qty= 200

UPDATE users SET BAL = 190 WHERE ID =1;

INSERT INTO sales Iuserid, productId, cost) VALUES (43,1,10);

UPDATE products SET qty = 199 WHERE ID = 1;

COMMIT;

Inflight Transactions

WAΙTΙNG

WAΙTΙNG

RAM
DATA

DISK
DATA

CPU

CPU
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RDBMS - What Actually Happens – Part 2

Inflight Transactions

WAΙTΙNG

WAΙTΙNG

Inflight Transactions

WAΙTΙNG

WAΙTΙNG

RAM
DATA

RAM
DATA

CPU

CORE

CPU

CORE

SAN
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VoltDB was designed to solve this problem

Index 
Management

11%

Logging
20%

Locking
18%Latching

10%

Buffer 
Management

29%

Useful Work
12%
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If we tried this in a supermarket…
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How VoӏtDB works

Inflight Transactions
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How a supermarket works…
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© 2014 VoltDB PROPRIETARY

The only 3 ways to interact with any database
Approach Examples Strengths Weaknesses

Many SQL 
Statements + 
Commit or 
Rollback

JDBC, 
ODBC, 

Liked by 
developers, 
initial 
development is 
rapid

• Doesn’t handle scaling OLTP loads well – DB 
spends its time figuring out who can see what 
instead of working

• Constant locking problems for shared, finite 
resources

• Failure of a client to Commit or Rollback causes a 
temporary resource leak

Move all the data 
to the client and 
back again

NoSQL, KV 
Stores

Very developer 
friendly

• Multiple updated copies of the data can arrive at 
the same time for scaling OLTP loads

• All of the data gets moved across the network, 
every time.

Stored 
Procedures

VoltDB, 
PL/SQL

Predictable
speed and best 
possible 
scaling 
characteristics

• Not in fashion with developers. 
• PL/SQL created perception of complexity.
• Other implementations of Java Stored Procedures 

really slow.
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VoltDB and Machine Learning
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ML: The search for value

Tranactions

Scale

MillisecondsACID
Transactions

Batch 
Processing

/ HDFS
NoSQL

Legacy 
OLTP

ML adds real value when:

• Combined with state
• State can be a composite 

of multiple data sources

• Is used to inform and 
influence decisions

• Happens in real time

• Happens at scale
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VoltDB + ML 

• The Good News
• VoltDB appears to work with any ML engine with a Java runtime
• VoltDB can be made to work with any ML engine with a C++ 

runtime
• Requires JNI expertise

• Caveats
• Runtime engine can’t have runtime dependencies/speak to another server
• Runtime engine must be deterministic
• Runtime engine must be fast ( < 5ms) 

• >5ms undermines utility of using VoltDB
• Be wary of instantiation costs
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VoltDB + ML 

• Limitations
• Non Deterministic code
• Other servers
• Not C++ or JVM compatible 

• Not a showstopper, but…
• Slow

• Example: Neural Nets
• But GPDR may make them unusable in EU anyway…
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ML Example – User Defined Function in H20
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ML Example – Calling JPMML from a Procedure
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Near Real Time Data for 
Models and Rules

VoltDB

Spark + Hadoop

New 
Data

Rules

Fraud 
Prevention

Single Sign-
on Manager

Consumer 
Banking Risk 
Management

Credit Card 
& Mobile 

Pay

Consumer 
Banking 
System

Mobile log-in

Message Queue Real-Time 
Decision Making

VoltDB

Application/Use Case
• Fraud Prevention

• Single sign-in of all Huawei phones

• Consumer banking risk management

Why VoltDB?

• >	50%	reduction	in	fraud	cases	

• >	$15M/year	saved	from	fraud	loss

• 10k	complex	Transactions	Per	Second

• 99.99%	transactions	finish	<	50ms

• 10x	better	performance	than	

traditional	fraud	detection
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A Proven and Reliable Partner
Telco
Billing/rights management, subscriber data, etc.

Financial Services
Risk, market data management, customer mgt.

Personalize, Customize, Target
Ad optimization, audience segmenting, customer service

loT Platforms, Energy, Sensor
Smart grid/meters, asset tracing & management

Infrastructure, Dashboards, KPIs
Data pipeline, system performance, streaming ETL.


