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Safe Harbor Statement

The following is intended to outline our general product direction. It is intended for
information purposes only, and may not be incorporated into any contract. It is not a
commitment to deliver any material, code, or functionality, and should not be relied upon
in making purchasing decisions. The development, release, and timing of any features or
functionality described for Oracle’s products remains at the sole discretion of Oracle.
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Best In-Memory Databases: For Both OLTP and Analytics

Andy Rivenes 2:40pm TODAY Bayside Room

In-Memory for Analytics

Oracle Database In-Memory Option
e Dual-Format In-Memory Database

ORACLE’
Database In-Memory

ORACLE
Database In-Memory

ORACLE’
Database In-Memory

ORACLE
Database In-Memory

* Primary use case: Real Time Analytics
 Billions of Rows/Sec scan rate
* Faster mixed-workload enterprise OLTP

» Fewer indexes needed to support analytics
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The Forrester Wave™: In-Memory Databases, Q1 2017

http://www.oracle.com/us/corporate/analystreports/forrester-imdb-wave-2017-3616348.pdf

Challengers Contenders

Strong
Performers

Market presence
>

The Forrester Wave™ is copyrighted by Forrester Research, Inc. Forrester and Forrester Wave™ are trademarks of Forrester Research, Inc. . @
Weak O,

The Forrester Wave™ is a graphical representation of Forrester's call on a market and is plotted using a detailed spreadsheet with exposed
scores, weightings, and comments. Forrester does not endorse any vendor, product, or service depicted in the Forrester Wave. Information

is based on best available resources. Opinions reflect judgment at the time and are subject to change.
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Weak
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http://www.oracle.com/us/corporate/analystreports/forrester-imdb-wave-2017-3616348.pdf

Agenda
E» Introduction

E» TimesTen Classic
) Writing Applications for TimesTen
I TimesTen Application-Tier Database Cache

B TimesTen Scaleout
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ORACLE

TimesTen

Introduction
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Oracle TimesTen — Class Leading In-Memory Database
20+ Years of Extreme Performance

1996 2006
| |
2005 2008

Pre-Oracle acquisition

First commercial
In-Memory
RDBMS
Replication for HA
Online Upgrades
Application-tier
Cache

for Oracle
Database

ORACLE

TimesTen 6
TimesTen 7

Oracle RAC integration
National Language
Support

Oracle Data Types
support

SQL Developer
Integration

Enterprise Manager
integration

TimesTen 11g
11.2.1

Parallel log manager

PL/SQL and OCI Support
Oracle Clusterware
Integration for replication

management
Cache Grid for Scale Out

ODP .NET Support
BLOB, CLOB, NCLOB data

types

2009
I
2011

TimesTen 11g
11.2.2

Parallel Replication
In-Memory Analytics
Columnar Compression
Index Advisor

Oracle R Support
In-Memory Star Join
Oracle Golden Gate
Integration

TimesTen 11.2.2.x
Enhancements

Parallel data import
from Oracle Database
Parallel database
restart

Highly concurrent
range indexes

Parallel Replication
with commit order
optimization
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TimesTen 18.1

with Scaleout

Distributed Fault-
Tolerant In-Memory
Database

All active data copies
Transparent distributed
SQL execution

ACID Transactions
Global Secondary
Indexes

And more ...




Most Widely Used Relational In-Memory Database
Deployed by Thousands of Companies

’ Designing The Future
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Oracle TimesTen In-Memory Database
Multiple Deployment Options

TimesTen Classic

_ , ORACLE"
» Standalone / Replicated Relational TimesTen

=
IMDB

« Cache for Oracle Database ——
Microsecond response time, millions of TPS ORACLE
throughput 22 —

TimesTen Scaleout

« Distributed Relational IMDB P A
Hundreds of millions of TPS throughput YV o=

Application

ORACLE

TimesTen

Application

ORACLE
TimesTen

ORACLE’

Database

ORACLE
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ORACLE

TimesTen

TimesTen Classic

ORACLE
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TimesTen Classic

Relational Database

— Pure in-memory
ORACLE'

TimesTen — ACID compliant
— Standard SQL
— Entire database in RAM

Extremely Fast

— Very high throughput

ORACLE

|EI|
M — Microseconds response time s

ORACLE

TimesTen

ORACLE’

TimesTen

Persistent and Recoverable

— Database and Transaction logs
persisted on local disk or flash
storage

— Automatic recovery after failure

Highly Available

— Active-Standby and multi-master
replication

— Very high performance parallel
replication

— HA and Disaster Recovery

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. | 12



Performance — Response Time
Low Latency - Microseconds Response Time

TPTBM Read and Update
E5-2699 v4 @ 2.20GHz
2 socket, 22 cores/socket,
2 threads/core
TimesTen 11.2.2.8.0
(100M rows, 17GB data)

ORACLE

Microseconds

6,00

5,00

4,00

3,00

2,00

1,00

0,00

SELECT Query UPDATE Transaction
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Performance - Throughput

5.6 Million Transactions Per Second

TPTBM Mixed
Workload
(80%R-10%U-5%I-5%D)
E5-2699 v4 @ 2.20GHz
2 socket, 22
cores/socket,

2 threads/core
TimesTen 11.2.2.8.0
(100M rows, 17GB)

ORACLE

Transactions Per Second

6.000.000

5.000.000

4.000.000

3.000.000

2.000.000

1.000.000

.6 Million

Transactions
%ir Second

1 2 4q 8 12 16 20 24
Concurrent Processes
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Real-Time Transactional Replication
High Availability and Disaster Recovery

Application
Transactions

tetst

ORACLE

TimesTen

Application Reads on

* High performance

—
=

Txn Logs

Checkpoints

ORACLE

Read-Only Subscribers

- Reader Farm

- Disaster Recovery

T“ﬁtaﬁby — Synchronous / Asynchronous
— Parallel send of log streams
ORACLE' — Parallel apply of changes on Standby
Timesten | 1 and Subscribers
s |
Tan Logs * HA and DR support

\\.\..\. e * Online rolling upgrades

DS — No application downtime

Subscriber
ORACLE"
TimesTen _|
=

— Cross-version replication
* Integration with Oracle Clusterware

Txn Logs
Checkpoints

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. | 15



Enterprise Manager for TimesTen OracLE qac

ENTERPRISE MANAGER

System Monitoring Plug-in

° R I t . f d ORACLE Enterprise Manager Cloud Control 13¢ wav ' * i @' & \/ O\ ‘ SYSMAN v
e a I m e p e r O r m a n C e a n ' timesten.demo.com/demodb o E tt.shores.us.oraclke.com View Data Last 2 Hours v'| Auto Refresh  Off v"
. [N K ] . ” %
availabil ity monitoring e S ——
4 Status and Summary o3 )
L] [ ]
* TimesTen databases and instances s
o o . Database Name demodd TimesTen Server Up f Allocated PERM Space (GB) 20
d t t Instance Name 111228 Cache Agent Down ‘ Allocated TEMP Space (MB) 1024
a m I n I S ra I O n TimesTen Version 112282 Replication Agent Up f Internal Log Buffer Size (MB) 1024
Hostname t-shores.us.oracie.com Loaded Since November 20, 2015 8:33 AM PUSQL Memory Segment Size (MB) 32 &
* Automate backups and restore :
4 Performance Overview and Issues ol

Performance Overview Issues

* Cache and Replication activity |
reporting 120% _» 80% —

15

e SQL and Transaction monitoring =

2 Eﬂ%—\—
(=]

0% 0 0%
1802 1820 1841 19:.02 19:23 1943 1802 1819 18:39 18:59 19:19 19:38 1803 1820 1837 1854 1912 1931 1948
9 Dec 2015 9 Dec 2015 9Dec 2015
= Permanent Space = Temporary Space == Clent Server = Drect = Checkpoint File System == Transaction Log Fie System

ORACLE
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Application Development

L

‘-ii':Boss'\S’ 1 ¥y HIBERNATE

ODP.NET ( - . .
ODBC ( 5 WebSphere. eclipse)link
SQL —
OCl, Pro*C _- ORACLE" ORACLE
PL/ SQL ttClasses J av a FUSION MIDDLEWARE FUSIONT?;BRL-EWARE
C/C++/CH
Languages ASall Java/JDBC J2EE App Servers OR Mapping

l

Industry standard and Oracle
Compatible APIs

Flexible application development
Nearly any programming language

Nearly any environment

ORACLE

J

NE

ORACLE

TimesTen

Coming soon:

nodc A python - B_—)
@ REST APIs JRuby g

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. |



Ericsson Mobile Positioning System (MPS)

Application Overview

e Industry  : Telecom
e Business  : Business&Operation Support System
e Application : Mobile Positioning System
~ GMPC node of MPS collects and utilizes mobile subscribers’
location information
~ MPS has 120+ installations distributed over Americas, Europe,
Asia-Pacific and Africa

Challenges

» Need highly concurrent mobile locations updated randomly

» Need high transaction throughput with consistent low
latency

» Need 24x365 availability

¢ Oracle TimesTen Database
e Oracle TimesTen Replication for High Availability

ORACLE

=
>

ERICSSON

Why TimesTen ?

» End-to-end response time ~1.5 milliseconds

» 63,000 transactions per second (replicated in real time) per

database

» Multi-DB sharded architecture to achieve increased
performance — about 252k transactions per second

- Partition the data across multiple TimesTen active-standby
database pairs

- The number of database server pairs is 8

| GMPC '

ORACLE ORACLE
TimesTen TimesTen
\
|
DB Pair 1

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. |
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TimesTen TimesTen
J
|
DB Pair 8
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TimesTen Classic Summary

* Respond to real-time events
Response time measured in microseconds

* Provide consistent level of responsiveness
Fast and consistent response time with low latency

* Provide continuous, uninterrupted service
High availability and online upgrades

* Ability to leverage existing applications with minimal changes to application
code and interfaces
Standard SQL/relational model with standard APIs

* Compatible with Oracle products
Oracle Enterprise Manager, SQL Developer, Oracle GoldenGate, Oracle Clusterware

ORACLE
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TimesTen

TimesTen Application-Tier Database Cache

For Oracle Database

ORACLE



TimesTen Application-Tier Database Cache
for Oracle Database

Telco Services eCommerce, Sj?LJ;?fdAé‘fc',Zéf;; * Cache subset of Oracle Database tables in
Financial Services  personalization Data Mart TimesTen for better response time

(e — With full persistence to local storage
m‘ﬁ @ﬁ === iR e 8
: * Read-write caching

‘ l — Transaction execution and persistence in TimesTen
Application
Application el _ .
, ORACLE ele el * Read-only caching
ORACLE" | @ ® | Tinesten e ¢ | ORACLE _ _
TimesTen e TimesTen — Transactions executed in Oracle Database
HEEEEE S s

/ e Same architecture as TimesTen Classic

— Supports cache tables and native TimesTen tables
HA and fault tolerance in the application-tier

| Data!a‘se a

ORACLE
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Flexible Cache Group Configurations

Application
. Cache Groups
Tra;sactm;s
CUSTOMER |
ORACLE .
TimesTen ACCT ORDERS
— L~

Automatic Data
Synchronization

ORACLE'
ORACLE

Database

* Cache Group describes the Oracle

Database tables to cache
— All or subset of rows and columns

— Defined using SQL

CREATE CACHE GROUP PremierUsers
FROM OE.CUSTOMER (
NAME VARCHAR2(100) NOT NULL,
ADDR VARCHAR2(100)

)
WHERE OE.CUSTOMER.ORDER > 500;

* Cache tables are regular tables in

TimesTen
—Joins/search, insert/update/delete

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. |

22



Read-write and Read-only Caching
High Availability

_IA:pplication AppliCHatiOSr; Redat():is * Read-write Cach|ng
ransactions on Hot Standby

1 I 1 I 1 11111 — Parallel replication of transactions from Active to

Standby
- .
i ., — Parallel write-through of transactions to Oracle
ORACLE M ORACLE
I_ TimesTen :: TimesTen _l Data ba se
= & ~ .

= =] & * Read-only caching

Automatic Checkpoints — Multi-stream refresh of transactions from Oracle
Synchronization Database
Q — Parallel replication of refresh transactions to Standby

* Application continues even if Oracle Database
ORACLE connection is down

ORACLE
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Phone Agent Task Assighments thEEF PINGAN

Application Overview

e Industry : Finance

e Business :Insurance, Banking, Investment

e Application : Agent Task Management
e Automatic task assignment based on predefined rules
e Manually reassign task from one agent to another

Challenges

 Database scalability with extreme high concurrency affecting
end to end response time

e Maintain user satisfaction
» Minimal changes to existing architecture and application
» Must be highly available

¢ Oracle TimesTen Application-Tier Database Cache
e TimesTen Replication for High Availability
¢ Oracle Database

ORACLE

Why TimesTen ?

 Delivered lower and consistent response time; achieved 40x

improvement in both response time and throughput

e Automatic data synchronization between TimesTen and
Oracle Database

e With built-in HA, supports automatic failover and switchover

______________________________________________________

ORACLE

TimesTen

\

___________

___________________________________________________

e ORACLE
" Database

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. |
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TimesTen Cache Summary

* Accelerating existing Oracle Database Applications
Caching from Oracle Database and automatic synchronization with Oracle Database

* Shares the same architecture as TimesTen Classic
Fast and consistent response time with low latency
High availability and online upgrades

Standard SQL/relational model with standard APIs
Compatible with Oracle Enterprise Manager, SQL Developer, GoldenGate and
Clusterware

* Multiple configuration options — mix and match
Read-only cache groups
Writethrough cache groups
Native TimesTen tables

ORACLE
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ORACLE

TimesTen Scaleout

TimesTen Scaleout

Distributed, Elastically Scalable, Single Image, Fault Tolerant

ORACLE
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TimesTen Scaleout

@ s G
INTERNET OF THINGS
- s 0 ~

ORACLE

TimesTen Scaleout

ORACLE

TimesTen Scaleout

.-
ORACLE

* For High-Velocity Extreme OLTP applications

— 10T, trading, fraud detection, mobile, click stream, billing,
orders, etc.

 Cutting-Edge Design:
— Pure In-Memory, Full SQL, Full ACID Transactions
* Scale-out shared nothing architecture

* Multiple data copies for HA (K-safety)
— All copies active for read/writes
* Global secondary indexes

— Complex SQL and Parallel SQL for reporting and batch

* Centralized management and administration

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. |
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Distributed, Shared Nothing, In-Memory Database
Single-Image DB with High Availability and Elasticity

* Appears as a single DB to applications

- Not as a sharded database oracie O“’AZLE .
 Adding and removing DB elements o T S

- Data automatically redistributed ORACLE

- Workload automatically uses new elements a \
* Built-in HA via fully-active element copies k | et S

— Element copies automatically kept in sync ORAT,LE }
- Highly compatible with Oracle ~ ornce | Tt

- Data types, APIs, SQL & PL/SQL ¢

ORACLE
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TimesTen Scaleout - Database Elements
Unit of Persistence and Recovery

— a_n
N ¥ - mm= .
V— , * Each database consists of elements
T — —ma ~ __ .
== i * Each element stores a portion of data from
=) Sngemags. AN its database
_\E In-Memory )
- | “Database * Each Element has its own set of checkpoint
- s

files and transaction log files for
persistence

/ Database Element * The Element is the smallest unit for

i database persistence, failure recovery and
| Tx Logs \ . . op-
. Checkpints g - high availability

e e e e e e e e e e e e e e e e e

ORACLE
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TimesTen Scaleout - Database Elements
A “logical” look

 Each element contains:

— Information about all users in the

database
|
— The schema of the entire database

— Some rows of each table in the

database
PRODUCTS

Element 1

ORACLE

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. |
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TimesTen Scaleout - Data Distribution

* DISTRIBUTE large tables by consistent hash

» Distribute CUSTOMER rows on all elements by
hash of Customer ID

* COLOCATE child table rows with parent table
row to maximize locality

»Place ORDERS rows in same element along with
corresponding CUSTOMER row

* DUPLICATE small read-mostly tables on all
elements for maximum locality

»Duplicate the PRODUCT list on all elements

ORACLE

CUSTOMER

Distribute

—————
~~~~~~
s ~

CUSTOMER

Colocate Colocate
ORDERS ORDERS
PRODUCTS | ILIILLUE pp o pyCTs
Element 1 Element N
Servers

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. |
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TimesTen Scaleout - Replica Sets

* Elements of a database are logically
grouped into replica sets

* Each replica set contains K elements

* Queries and transactions can span

any/all replica sets

* Two phase commit protocols keep

them in sync

ORACLE

/ Element 1

. 1,10, 22
Replica Set 1 44, 60

ORDERS for

customers

Elements in a replica set contain
exactly the same data

Both elements are “active”

k 1,10, 22 44, 60

Element 2

CUSTOMER

1,10, 22
44, 60

ORDERS

ORDERS for
customers
1,10, 22 44, 60

/ Element 3

2,11, 24

Replica Set 2

ORDERS for

customers

\ 2,11, 24 48, 55

Element 4

CUSTOMER

2,11, 24
48, 55

ORDERS for
customers
2,11,24 48,55

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. |
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TimesTen Scaleout - Elastic

Scalability

Expand and shrink the database based on business needs

Adding and removing DB elements

Dataspace 1 Dataspace 2

. ReDlica Set 1 | roedtonSeleout,  » conerton Seateout
- Data redistributed to new elements epiea e K
- Workload automatically uses the new , orACLE oRACLE
Repllca Set 2 TimesTen Scaleout TimesTen Scaleou
elements g &

Connections will start to use new
elements

Throughput increases with added
compute resources

ORACLE

ORACLE’ ORACLE’
Rephca Set 3 TimesTen Scaleout TimesTen Scaleou

|

X ORACLE’ ORACLE’
Rephca Set 4 TimesTen Scaleout TimesTen Scaleou

|

. ORACLE’ ORACLE’
Rephca Set 5 TimesTen Scaleout

|

Copyright © 2018, Oracle and/or its affiliates. All rights reserved. |
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Centralized Installation and Management

* All TimesTen Scaleout management | e
and admin operations can be +0E

= TimesTen Grid

performed from a single host = 0 pmdemo (Mode: Lates)

[+ @ Management Instances
=[] Databases

Status  Database Definition  Topology

&- (@ demodb Database demodb status is: created, loaded-complete, open
. #-[) Client/Server Connectables
— In sta I | N g SOftwa re @[] Direct Connectables Number of application connections to demodb: 0
=2 Grid Model
— Patch | ng Softwa re =0 Elmh Number of system connections to demodb: 168
3] tthostl
. . @[] tthost2 Database distributed in 6 instances
— Configuration 6 O ose
[+ tthost4
o . @-[] tthosts Element ID Host name Instance Name In Distribution Map Data Space Group
Database Creatlon and management @[] tthosté 1 tthostl instancel Yes 1
| @-L] tthostmgme 2 tthost2  instance2 Yes 2
o Ba c ku p an d reStO re g 8 Z:t::::f;;g?uons 3 tthost3 instance3 Yes 1
o H H - @[5 demodb 4 tthost4 instance4 Yes 2
Monltorlng gsnes 5 tthost5 instance5 Yes 1
. . . Repositories .
. COl | eCt| ng d |agn OSt ics | @ Membership Configuration 6 tthosté instance6 Yes 2
] Instance Configuration
[ sQLNet
“[) TNS Names
* Command line and SQL Developer Ul
interfaces
ORACI_E Copyright © 2018, Oracle and/or its affiliates. All rights reserved. | 34
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DB Comparison : YCSB Workload B (95% read, 5% write)

Database TPS Nodes
.mongoDB 260 K E
redis LM 3
élﬁ‘ﬁite 454 K 4
YOLTDB 1.5M 6
!l
Couchbase 454 K 9
~CTE
cassandra 640 K 30

ORACLE

TimesTen Scaleout B

ORACLE
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DB Comparison : YCSB Workload B (95% read, 5% write)

Database TPS Nodes Database TPS Nodes
.mongoDB 260 K E ORACLE"
TimesTen Scaleout 2.7M -
. 1M 3
redis
- ORACLE
glgﬂl[e 454 K 4 TimesTen Scaleout 5.5 M 4
1.5M 6
YOLTDB ORACLE" 10.6 M o
s TimesTen Scaleout :
Couchbase 454K 9
ACITE ORACLE'
cassandra 640 K 30 TimesTen Scaleout 38M 32

ORACLE
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TimesTen Scaleout Summary

* Extreme performance
* Single database image, data location transparency
* Full SQL, ACID transactions —

* Built-in high availability via K-safety 1 | =

. T Somimont |
* Elastic scale-out T e T

/ =N
* Easy to deploy and manage Cich : \
il TimesTen =

* Easy application development \ Scaleout —
* On-premises or Cloud deployment -""—'5"—\ i

ORACLE
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Integrated Cloud

Applications & Platform Services

ORACLE



